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ABSTRACT

In this paper we discuss the application of filter banks in sub band processing of signals and the development of noise suppression system employing filter banks. The filter bank provides the convenience of separating signal into sub bands, which can further be utilized for signal compression, and provides computationally efficient polyphase structures for the system. The quality of sub band coder is judged by the Mean Opinion Score (MOS); our simulations done with MATLAB indicate the system to have a good MOS. In this paper we use 4 channel octave filter banks, as they are the most widely used filter banks for acoustic or music signals. The composite system also gives the flexibility of enhancing or suppressing a particular sub band, along with the suppression of the noise.
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I INTRODUCTION

Filter banks are the recent field of research and span from sub band coding of speech signals [1], transmultiplexer systems [4], to multicarrier communications[5], [8]. Traditionally, a filter bank [1] is a group of filters derived from a prototype filter but working in different frequency ranges. The simplest filter bank separates the input frequencies into two bands, namely a high frequency band and a low frequency band. The bandwidth of sub bands may be same or different depending upon the choice of filter bank; and suitably termed as uniform filter bank or non-uniform filter bank respectively. A two band uniform filter bank that has mirror symmetry in their magnitude characteristics of the sub band filters is called as Quadrature Mirror Filter Bank [1], [4]. The figure below explains the working of multirate filters applied to sub band decomposition using analysis and synthesis filters. Here $H_0(z)$ and $H_1(z)$ are analysis filters and $G_0(z)$ and $G_1(z)$ are synthesis filters.
For the implementation of non-uniform filter banks [9], such as in communications [2],[5],[8] and audio compression [12], the octave filter banks are mostly used. The octave filter bank is a filter bank with exponentially spaced centers of sub bands [2] as shown in the following figure.

The 4-channel octave bank for perfect reconstruction may be illustrated as below.

Figure 1: A two channel analysis synthesis filter bank [4]

Figure 2: A 4 channel octave filter bank analysis filters frequency characteristics [2]
The octave filter bank may be obtained from a two channel perfect reconstruction filter bank (PRFB). Using the 2 channel perfect reconstruction filter bank, the original signal is separated into four subbands: 1/8 lowest, 1/8 lower, 1/4 low and 1/2 high sub-frequency band. We can then implement a 4 channel octave filter bank as suggested with the figure below. Matlab was used to design a perfect reconstruction two channel filter, decimator and interpolator and then cascading them. The equivalent filter bank is shown below.

Figure 3: The 4-channel octave filter bank[16]

An adaptive filter is a filter with an associated adaptive algorithm for updating filter coefficients so that the filter can be operated in an unknown and changing environment [2]. The adaptive algorithm determines filter characteristics by adjusting filter coefficients (or tap weights) according to the signal conditions and performance criteria (or quality assessment). A typical performance criterion is based on an error signal, which is the difference between the filter output signal and a given reference (or desired) signal. Adaptive filtering finds practical applications in many diverse fields such as communications [2], [5], [8], radar, sonar, control systems, navigation[2], seismology[2], biomedical engineering[2], [20]-[25].

Figure 4: 4 Channel Octave Filter Bank Redrawn As Cascade Of Interpolator And Decimator.
Adaptive filters are widely used for noise suppression in various systems by continuously updating the adaptive filter taps to provide a close estimate of the desired output [1]. We consider the system model shown in figure 5. The primary signal is represented as $x[n]$ which equals the sum of acoustic signal $s[n]$ and white noise $w[n]$ i.e. $x[n] = s[n] + w[n]$ . A reference signal is also provided to adaptive filter that is represented by $r[n]$. The filtered reference signal, denoted by $\hat{w}[n]$ is subtracted from the primary signal and the output i.e. $\hat{s}[n]$ which represents the approximation to the acoustic signal $s[n]$, is fed back to the adaptive filter to minimize the error by making the primary signal $x[n]$ approximate the acoustic signal $s[n]$ by updating of adaptive filter taps using an adaptation algorithm such as LMS or RLS. The RLS adaptation algorithm suits more to the stationary signals and the filters with higher orders, but it has poor tracking ability, complexity and lack of robustness [7], so we prefer using the LMS algorithm than RLS algorithm. Employing the LMS algorithm, the system working can be stated as following:

The estimated signal can be written as: $\hat{s}[n] = s[n] + (w[n] - \hat{w}[n])$ \[1\] 

Therefore, the expectation of the input signal power is

$$E(\hat{s}^2[n]) = E(s^2[n]) + E((w[n] - \hat{w}[n]))^2 + 2E(s[n]^*(w[n] - \hat{w}[n]))$$ \[2\]

We assume that the noise and the signal are uncorrelated; therefore the third term can be decoupled and goes to zero. Hence, $E(\hat{s}^2[n]) = E(s^2[n]) + E((w[n] - \hat{w}[n]))^2$. \[3\]

Minimization of this expression can be done by minimizing $E((w[n] - \hat{w}[n]))^2$ term. So, the LMS algorithm makes $\hat{s}[n]$ approximate $s[n]$.

We combine the multirate operations of a filter bank with the adaptive control system so as to suppress the noise in an acoustic signal. The scheme may be described by the following figure
Figure 6: Adaptive Section Introduced Between Decimator and Interpolators.

System model: As shown in the figure 6 above, the composite system is fed with an input signal (noise corrupted) to the analysis filters $H_0(z)$ and $H_1(z)$, a reference noise is also fed to the same set of filters. The adaptive section that follows the decimator works on the principle defined above, uses the reference noise as training signal, adjusts the filter coefficients, and suppresses the noise in the sub bands obtained after the decimation process. The corresponding adaptive filter outputs are fed to a synthesis filter bank with filters as $G_0(z)$ and $G_1(z)$. The outputs of $G_0(z)$ and $G_1(z)$ are then combined to yield an estimate of the noise suppressed signal.

If direct noise removal is done using adaptive filters, the system would be slow for real time processing. The proposed system provides the flexibility of using low order filter, as for long input sequences the adaptive system requires large order filters, which is eliminated with the use of sub band decomposition of signals. Also, conventionally adaptive approach using a lower order filter results in large convergence time of the filter coefficients, which makes the system output delayed very much. Also, the proposed system offers sub bands of the noise suppressed signals that may be used for any specific processing of the sub band frequency range, i.e. for compression, generating audio effects for a particular sub band, speech coding of signals.
II ALGORITHM
The algorithm for the implementation of proposed system on MATLAB may be represented as following:

1. Design a two channel filter bank using MATLAB.
2. Generate input signal, input noise and reference noise.
3. Add input noise to the input signal.
4. Decompose the original signal into two sub bands using the polyphase analysis filter bank.
5. Perform adaptive interference suppression using LMS algorithm.
6. Reconstruct the estimate of original signal using polyphase synthesis filter bank.

MATLAB was chosen for the implementation of the algorithm as it has built-in functions for the conversion of polyphase forms of decimator and interpolators. The polyphase structures have reduced complexity than conventional structures. Further, plotting of various waveforms was quite easy with the help of MATLAB. To compare the performance of the proposed system in another simulation, RLS algorithm was used against LMS and the results were analyzed. It was clear from the results that the proposed system works well (within a specific tolerance limits) to provide a faithful reproduction of original signal from the noise corrupted one. Further, the use of LMS algorithm provided faster convergence but the larger Mean Square Error (MSE) between reconstructed noise-suppressed signal and the original signal. On the other hand RLS algorithm provided slower convergence but the MSE was very small compared to when LMS was used.

Algorithm implementation: For designing the power symmetric filter bank, MATLAB functions were used, and four FIR filters for the analysis sections \( H_0(z) \) and \( H_1(z) \) and synthesis section \( G_0(z) \) and \( G_1(z) \) were designed. Their direct form polyphase structures were also obtained using MATLAB using the corresponding filter coefficients.

Initially, a single tone sinusoidal input signal, a two tone noise signal and the reference noise signals having same frequency but different amplitude and phase with the interfering noise signal, were also generated. The original signal was then corrupted by the noise and the noise corrupted signal was then fed to the adaptive section for interference suppression. The adaptive algorithm selected was LMS where the leakage factor was assumed to be zero (no leakage), the initial states and the coefficients were also selected to be zero.

The outputs of the adaptive section were passed on to the synthesis filters for reconstruction.

The simulation was repeated using a piece of recorded speech signal, and the results were compared by varying the performance parameters such as the filter bank length, the adaptive filter length, the no. of sub bands in the filter bank, the interfering noise frequency.

The simulation parameters for the algorithm are shown in table below:

<table>
<thead>
<tr>
<th>Table I: Simulation parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order of prototype filters (in FB)</td>
</tr>
<tr>
<td>Type of filter bank</td>
</tr>
<tr>
<td>Prototype filter forms</td>
</tr>
</tbody>
</table>
Method to generate octave filter | Cascading prototypes
---|---
Signal amplitude | 2
Signal frequency | 0.005
Noise amplitude | 0.1 and 0.2
Noise frequency | 0.0213 and 0.0724
Reference noise amplitude | 0.3 and 0.5
Phase shift (of noise) | 0.2*pi and 0.3*pi
Time range | 3000
Adaptive algorithms used | LMS & RLS
Adaptive filter length | 64, 25, 9, 3
RLS forgetting factor | 1
RLS initial coefficients | Length 64 vector with all zeros
RLS initial states | Length 63 vector with all zeros
LMS step size | 0.008
LMS leakage factor | 1
LMS initial coefficients | Length 64 vector with all zeros
LMS initial states | Length 63 vector with all zeros

### III RESULTS AND DISCUSSION

#### 3.1 Filter bank order
The filter bank order was varied as N=49, 41, 31, 21, 11, 3. It was found that with very short filter length N=3, is not a good filter bank, as the frequencies are not well separated into two subbands and large overlapping occurs with huge ripples. Therefore, the signal all have large component in each band and adaptive filters are very similar in this case. However, as we increase the filter bank length, overlapping becomes less and less and ripples are suppressed more and more. Therefore, we can expect the low frequency signal maintains well but high frequency band contains less and less amplitude.

![Figure 7(a): Magnitude Response of Four Decimators of Analysis Filters (For N=3)](image)
3.2 Adaptive filter length

The adaptive filter length was varied as 3, 9, 25 and 64. For very short adaptive filter length such as 3, it cannot perform good noise suppression. As we increase the length, it will start to suppress the noise from large time index part. It always need some “adaptive” time but this time length become shorter and shorter as we increase the adaptive filter length.
3.3 LMS step size

The LMS step size was varied as \( \mu = 0.0001, 0.001, 0.01, 0.05, 0.1 \) and 0.2. As we can see, very large step size may induce a divergent result (bad adaptive filter). A very small step size also takes too much time for convergence. For very small step size, it cannot give a good result again. This occurs due to the error accumulation. In conclusion, LMS step size is optimized around a certain value. For our simulation this value was chosen to be 0.008 on a trial basis.
Figure 9(a): Output Signal for μ = 0.0001

Figure 9(b): Output Signal For μ = 0.01

3.4 Interference Frequency Locations

We took the two tone noise signal with frequency as 0.0213 as normal frequency signal and frequency 0.0004 as low frequency signal. Since we always have an “adaptive” time, we can imagine that if our noise signal has a very small frequency which may not allow the adaptive filter get enough information within the designated time range, this part would be hard to remove. As we can see, if we use one “normal” frequency and one “abnormal slow” signal, only large frequency noise can be effectively removed (we can still see the slow varying trend in the output signal). Of course, we can expect if our signal sequence is long enough, it will eventually remove the small frequency noise as well. Hence, we also simulated the model with a longer piece of recorded sound for the verification purpose.

In our model we assume that the desired signal and the noise are uncorrelated. Uncorrelated for sinusoid signal simply means they have different frequencies. If we have a noise component which shares the same frequency
response as the signal, after adaptive process, we can expect the signal itself and the noise will both be removed. Therefore, this simple model is not good for correlated signals.

![Input-Output Comparison For Uncorrelated Signal Such As An Audio Signal](image)

**Figure 10(a-d):** Input-Output Comparison For Uncorrelated Signal Such As An Audio Signal.

Last but not the least, it was found based on the results that the quality of the reconstructed signal was a good approximation of the original audio signal (have good MOS), except for a change in magnitude of the reconstructed signal. Moreover, if a certain sub band requires further processing, it can be easily done as we have incorporated enhancement factor and delay factors for individual sub bands.

We also compared the complexity of the system indirectly by observing the total time elapsed in sub band processing of the recorded speech signal and their reconstruction (including the delays), against the order of filter bank filters, and the results are tabulated in the following table.

**Table II: Time required in processing of the recorded speech signal against order of prototype filter.**

<table>
<thead>
<tr>
<th>Order of prototype filter</th>
<th>Time elapsed (in seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>49</td>
<td>3.6841</td>
</tr>
<tr>
<td>41</td>
<td>3.6304</td>
</tr>
<tr>
<td>31</td>
<td>3.5562</td>
</tr>
<tr>
<td>21</td>
<td>3.4756</td>
</tr>
<tr>
<td>11</td>
<td>3.4252</td>
</tr>
<tr>
<td>3</td>
<td>3.3902</td>
</tr>
</tbody>
</table>

The above table was determined using an average of 10 simulations for every individual prototype filter order.
Figure 11: Variation of Elapsed Time Against Prototype Filter Order.

As clearly seen from the figure above, there is a minor change in execution time in the proposed model when the prototype filter order is varied on a large extent. Hence, depending upon the MOS values, the MSE curve and the execution time, the optimum values of prototype filter order and adaptive filter length can be determined. A major advantage of the proposed system is that it works for non-stationary inputs also due to the use of LMS algorithm.

Finally, the reconstructed signal was examined to obtain the value of Mean Opinion Score (MOS) which is defined as the objective measure of the quality of reconstructed signal. As in our experiments, it was found that with a prototype filter order of equal to or greater than 31, adaptive filter length greater than or equal to 32, and LMS algorithm, the MOS was 3.5. It was against the MOS of 5 with no decomposition of sub bands and using the same prototype filter length and adaptive filter length.

The primary motivations of using SAF are to reduce the computational complexity and improve the convergence performance for the input signal, with a large spectral dynamic range. For our model, if we choose the full band adaptive filter of length \( M \), the sub filters operate with a lower sampling rate with the decimation factor \( D \). The length of adaptive filters can be reduced to \( L = \frac{M}{D} \). For \( N \) sub bands, there are a total of \( L \times N = MN/D \) sub band tap weights. Thus, the multiplication required by \( N \) sub filters is \( MN/D^2 \), compared to the full band filtering that requires \( M \) multiplications, the computational savings in terms of multiplications is given by:

\[
\text{Complexity of full band filter} = D^2 \\
\text{Complexity of sub band filter} \quad N
\]

For the full band adaptive filter of length \( M=64 \), we had the downsampling factor as \( D=8 \), which reduced the length to \( L = 64/8 = 8 \). For \( N=4 \) sub bands, we get \( L \times N = 8 \times 4 = 32 \) sub band tap weights. Hence, the multiplication required by \( N=4 \) sub band filters are \( 64 \times 4/64 = 4 \), whereas for full band filtering, we require 64 multiplications. So, the efficiency of the system also increases by \( 8 \times 8/4 = 16 \). Table III a) gives the complexity
reduction for typical values of adaptive filter length $M$, downsampling factor $D$, length of adaptive filter $L$, and no. of sub bands $N$.

**Table III (a): Complexity Reduction for Fixed Adaptive Filter Length $M=64$, And No. Of Sub Band Filters $N=4$.**

<table>
<thead>
<tr>
<th>S.No.</th>
<th>$M$</th>
<th>$D$</th>
<th>$L = M/D$</th>
<th>$N$</th>
<th>Full band multiplications, $M$</th>
<th>Sub band multiplications, $MN/D^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>64</td>
<td>2</td>
<td>32</td>
<td>4</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>2.</td>
<td>64</td>
<td>4</td>
<td>16</td>
<td>4</td>
<td>64</td>
<td>16</td>
</tr>
<tr>
<td>3.</td>
<td>64</td>
<td>8</td>
<td>8</td>
<td>4</td>
<td>64</td>
<td>4</td>
</tr>
<tr>
<td>4.</td>
<td>64</td>
<td>16</td>
<td>4</td>
<td>4</td>
<td>64</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table III (b): Complexity reduction for fixed adaptive filter length $M=128$, and no. of sub band filters $N=4$.**

<table>
<thead>
<tr>
<th>S.No.</th>
<th>$M$</th>
<th>$D$</th>
<th>$L = M/D$</th>
<th>$N$</th>
<th>Full band multiplications, $M$</th>
<th>Sub band multiplications, $MN/D^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>128</td>
<td>2</td>
<td>64</td>
<td>4</td>
<td>128</td>
<td>128</td>
</tr>
<tr>
<td>2.</td>
<td>128</td>
<td>4</td>
<td>32</td>
<td>4</td>
<td>128</td>
<td>32</td>
</tr>
<tr>
<td>3.</td>
<td>128</td>
<td>8</td>
<td>16</td>
<td>4</td>
<td>128</td>
<td>8</td>
</tr>
<tr>
<td>4.</td>
<td>128</td>
<td>16</td>
<td>8</td>
<td>4</td>
<td>128</td>
<td>2</td>
</tr>
</tbody>
</table>

Hence, in this paper we describe a simple technique for optimum reconstruction of acoustic speech signal with perfect reconstruction, lower computational cost and faster convergence. We also note from above tables in order to have efficient system, the downsampling factor must be large and greater than 2. The application of QMF bank implies the lowpass analysis filter to be real and causal, and all the other filters may be derived easily from the prototype [1], [4].
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