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ABSTRACT 

Virtualized datacenter (VDC) has become a popular approach to large-scale system consolidation and the 

enabling technology for infrastructure-as-a-service cloud computing. Fault tolerance in cloud computing is a 

grand challenge problem now a days. The main fault tolerance issues in cloud computing are detection and 

recovery. To combat with these problems, many fault tolerance techniques have been designed to reduce the 

faults. Virtualization and Fault Tolerance (VFT) technique is used to reduce the service time and to increase the 

system availability. The VFT technique and the VDC technique are widely used in cloud computing to keep the 

user’s data secure. Malware is one of the most serious security threats on the Internet today. In fact, most 

Internet problems such as spam e-mails and denial of service attacks have malware as their underlying cause. 

The security monitoring would either be up to the discretion of individual tenants or require costly direct 

management of guest systems by the VDC operator. We propose the EagleEye approach for on-demand 

mandatory security monitoring in VDC environment which does not depend on pre-installed guest components. 

This survey paper focuses on both fault tolerance approach and EagleEye approach in cloud computing 

platforms and more precisely on autonomic repair in case of faults. In most of current approaches, fault 

tolerance is exclusively handled by the provider or the customer, which leads to partial or inefficient solutions. 

Solutions, which involve collaboration between the provider and the customer, are much promising. We propose 

the EagleEye approach for on-demand mandatory security monitoring in VDC environment, which does not 

depend on pre-installed guest components. We implement a prototype on access anti-virus monitor to 

demonstrate the feasibility of the EagleEye approach. We also identify challenges particular to this approach, 

and provide a set of solutions meant to strengthen future research in this area. 
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I. INTRODUCTISON  

 

Virtualization is an emerging IT paradigm that separates computing functions and technology implementations 

from physical hardware. Virtualization technology allows servers and storage devices to be shared and 

utilization be increased. Applications can be easily migrated from one physical server to another. Virtualized 

datacenter is a pool of cloud infrastructure resources designed specifically for enterprise business needs. Those 

resources include compute, memory, storage and bandwidth. A virtual datacenter in the context of cloud 
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computing services falls within the infrastructure-as-a-service (IaaS) category. It enables you to quickly access 

cloud infrastructure from a service provider such as bluelock. The security monitoring on critical system in the 

environment as a means to track and deter the threats that could jeopardize the operation of the VDC. 

Fault tolerance is an approach where a system continues to success even if there is a fault. Although there are 

number of fault tolerant models or techniques are available but still fault tolerance in cloud computing is a 

challenging task. Because of the very large infrastructure of cloud and the increasing demand of services an 

effective fault tolerant technique for cloud computing is required. In this survey paper fault tolerance is 

integrated with the cloud virtualization As shown in the figure 1. Our fault tolerance is a kind of reactive fault 

tolerance approach. 

 

Fig 1: Proposed VFT Model 

The basic mechanism to achieve the fault tolerance is replication or redundancy. We have performed this 

replication in form of software variants running on multiple virtual machines.We have presented a virtualization 

approach with the help of hypervisor where the load balancer takes high responsibility by distributing loads only 

to those virtual nodes whose corresponding physical servers have a good performance history. To measure the 

performance history of a physical server we have used success rate. If n1=number of times a physical server 

gives successful results and n2=total number of times requests sent to that server, then the Success Rate SR 

=n1/n2, where n1<=n2. Malicious code, or malware, is one of the most pressing security problems on the 

Internet. Today, millions of compromised web sites launch drive-by download exploits against vulnerable hosts. 

As part of the exploit, the victim machine is typically used to download and execute malware programs. These 

programs are often bots that join forces and turn into a botnet. Botnets are then used by miscreants to launch 

denial of service attacks, send spam mails, or host scam pages. Here we have the Virtualization and Fault 
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Tolerance (VFT) model and this proposed model provides the reactive fault tolerance on cloud infrastructure. 

This scheme tolerates the faults on the basis of Success Rate (SR) (0<SR<=1) of each virtual node’s physical 

server. A virtual node is selected for computation on the basis of SR of its corresponding physical server and 

can be removed, if the selected node’s physical server does not perform well. Our model consists of two main 

modules Cloud Manager (CM) module and Decision Maker (DM) module. 

 

Figure 2: Eagle Eye Architecture 

Cloud Manager (CM) is included in the cloud architecture. It performs the virtualization with the help of 

Hypervisor. Hypervisor is a low level program which creates a virtual environment and provides system 

resource access to virtual machines. When virtual nodes are created from the available resources of the physical 

servers (System Hardware) then Hypervisor maintains a record of which virtual node belongs to which physical 

node. Resources of a single physical server can be used to create set of virtual nodes. A Performance Record 

(PR) table is maintained containing the server’s ids, virtual nodes ids and Success Rate (SR) to identify the 

virtual nodes and to keep record of the number of times tasks are assigned to the virtual nodes number of 

customized VMs in a VDC it will be a quite expensive process for a VDC operator to deploy and manage 

security monitors in each of the VMs. In addition, VMs in a large-scale VDC are often managed by individual 

tenants and not by the datacenter operator. One will have to rely on individual tenants to deploy and manage the 

security monitors in their respective VMs. Obviously, this approach is problematic since a negligent tenant can 

inadvertently disable the security monitor, and a malicious tenant may even attempt to tamper with the security 
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monitor. Motivated by the above difficulties, we propose the EagleEye mandatory security monitoring approach 

for VDC environment as shown in the figure 2. In the approach, security monitors are placed externally to the 

guest VMs. There is no requirement for installing guest components in the VMs. It requires no attention or 

cooperation from the VM tenants. The approach also allows automated deployment and management of security 

monitors in a VDC environment. To demonstrate the feasibility of the proposed approach, we built a prototype 

on-access malware detection system for guest VMs in a VDC. Achieving transparent guest system event 

interception, resolving inconsistent guest states during synchronous security monitoring, bridging the semantic 

gap across complex blackbox guest system models, and reducing the performance overhead of blocking-wait in 

the synchronous monitoring mode. In case of Virtualization and Fault Tolerance technique we have used the 

Success Rate computation algorithm and Decision technique algorithm to achieve the good performance of 

nodes.   

 

1.1 Success Rate Computation Algorithm 

1. Initially success rate =0.5, n1=1, n2=2 

2. n1 is the number of times the virtual node of a particular physical server gives successful results 

3. n2 is the number of times the Load Balancer of the cloud manager(CM) assigns tasks to a particular server’s 

virtual node 

4. Input maxSuccessRate=1 

5. Status of a node is Success if SC and TDC module for that node is success 

6. Status of a node is Fail if SC or TDC or both module for that node is fail 

7. if (nodeStatus = =Success) /*SC and TDC success */ 

{ 

n1=n1+1 

n2=n2+1 

SuccessRate = n1/n2 

Update PR table 

} 

Else 

{ 

if( nodeStatus = =Fail ) /* SC or TDC or both fail */ 

{ 

n2=n2+1 

SuccessRate= n1/n2 

Update PR table 

} 

} 

8. if (SuccessRate >= maxSuccessRate) 

{ 

SuccessRate = maxSuccessRate 

} 

9. if(SuccessRate<=0) 
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{ 

Reject the node and inform the Cloud  

Manager to add a new node 

} 

 

1.2 Decision Technique Algorithm 

1. Initially SuccessRate=0.5 

2. Input from TDC: node_SuccessRate, n=no.of nodes with SC and TDC success 

3. Input maxSuccessRate 

4. if(n= =0) 

{ 

Status = fail 

Perform backward recovery with the last successful checkpoint 

} 

5. else 

{ 

Status =Success 

Best Success Rate = find Success Rate of node with highest SuccessRate 

Select the node with bestSuccessRate and send the result to CSP 

Make checkpoint 

} 

 

II. LITERATURE SURVEY 

 

A lot of work has been done in the area of fault tolerance for cloud computing. But due to its virtualization and 

internet based service providing behaviour fault tolerance in cloud computing is still a big challenge. Many 

researchers have given various fault tolerance techniques and strategies in [4], [5], [6], [7], [8], [9], [10], [11], 

[12], [20] , [21], [24] and in [25]. Dilbag Singh and Jaswinder Singh in [4] have given failover strategies for 

cloud computing using integrated checkpointing algorithms. Sheheryar Malik and Fabrice Huet in [10] have 

given an approach for adaptive fault tolerance in real time cloud computing. Our proposed model not only 

tolerate faults but also reduce the chance of future faults by not assigning tasks to virtual nodes of physical 

servers whose success rates are very low. The concept of VMM based security monitoring was proposed by 

Garfinkel et al [6]. Their security monitor can perform integrity check of the guest kernel and programs and can 

also detect NIC promiscuous mode usage. The semantic gap problem in VM introspection was discussed in 

XenAccess [10, 18], VMwatcher [26], and Virtuoso [19]. However, none of the above work can be used to deal 

with semantic gaps caused by complex mechanisms such as disk caching. Event-driven VMM monitoring was 

proposed in the system Lares [26]. Lares employs a PV driver in a guest VM to reroute events of interest to an 

external security application. VMware provides a set of introspection API called VMware [24] for security 

monitoring on VMware platform. The API allows the introspection of guest VM network, CPU, memory, and 

disk storage states. Event-driven monitoring is supported through a PV driver (i.e. the vShield endpoint driver). 

VMsafe has been employed in products such as Trend Micro Deep Security and McAfee MOVE. Our work is 

distinct from these works in that our approach does not require PV drivers to hook and reroute the guest events. 
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Virtualization-based monitoring has also been applied to dynamic malware analysis [15, 25]. The motivation is 

that hardware assisted virtualization can be leveraged to hide the analyzer. The analysis environment is 

purposely built and not part of a production system, so issues such as overall system performance and 

deployment cost are not as relevant as in the realm of online security monitoring. Also, malware analysis system 

focuses more on extracting the full behavior of a malware. The analysis does not have to be synchronous and 

responsive. It can assume that complete information about the system and the malware under analysis can be 

acquired at a later time. On the contrary, security monitoring often has to make monitoring decisions 

synchronously and immediately based on very limited information at that time point. Rosenblum et al. [26] first 

proposed the use of virtualization to separate instruction execution and data access contexts on memory pages. 

We adopt the same strategy of memory context separation to hide the stealthy hook from guest detection. 

However, our implementation takes advantage of the extended page table virtualization hardware and does not 

require every guest page fault to be trapped into the hypervisor. 

 

III. CONCLUSION 

 

Although a considerable amount of research effort has gone into malware analysis and detection, malicious code 

still remains an important threat on the Internet today. Unfortunately, the existing malware detection techniques 

have serious shortcomings as they are based on ineffective detection models. This survey paper proposes a smart 

failover strategy for cloud computing using success rate of the computing nodes and virtualization which 

include the support of load balancing algorithms and fault handler. Performance comparison of existing methods 

has been made with the proposed method. It has been concluded with the help of performance metric’s 

comparison and success rate analysis from simulated results that the proposed fault tolerant strategy gives a very 

good performance. In our future work we will work on the Fault Handler and Load Balancer sub modules of 

CM module in order to make the model more fault tolerant. We propose the EagleEye approach to achieve 

mandatory security monitoring in virtualized datacenter environment. The approach has been applied to a real-

world security monitoring application. In EagleEye, we come up with the technique of  high-level representation 

replication to address the semantic gap and the inconsistent system state problems. The technique is powerful 

enough to deal with complex black-box mechanisms such as disk caching. The requirement for synchronous 

monitoring is supported by the stealthy hook mechanism, which is transparent (to the guest) and scalable. We 

proposed the deferred introspection technique as an enhancement of memory introspection to deal with 

inconsistent guest memory states due to on-demand paging or memory swapping. The goals of mandatory 

security monitoring prevent the use of guest kernel synchronization mechanisms to implement efficient blocking 

wait for security monitoring. The strength of EagleEye being able to operate without a PV-driver is also its 

weakness.. We look forward to the community engaging in dialog that would help mature the technologies. 
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