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ABSTRACT 

Data mining is one of the emerging technology in the area of data mining. Twitter is a popular micro blogging 

site where people share their views and opinions. The retrieving or filtering of data from twitter is a challenging 

task since it may contain noise data and also it is difficult to represent the data. Thus the finding of variation in 

the opinions or views of the people in these micro blogging sites is a complex task. The main aim of this paper is 

to analyse the techniques used for retrieving and finding the sentiment variation behind the opinions of the user. 

The techniques used for finding variations are LDA, K-clustering , POS and cosine similarity. 
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I. INTRODUCTION 

 

Data mining is a vast area which deals with the mining or finding hidden data in large collection of data. The 

general   method of data mining process is to extract or mine   information from a large data set and transform it 

into a structure for future use. Besides the raw data analysis step, it includes database and data management 

methods, data pre-processing, modeling and inference computations, interestingness metrics, complexity 

calculations, post-processing of exposed structures, graphical representation, and online revision. Out of this, 

text mining is the most emerging technology which is used to mine text data from the web. There are many 

ways for text analytics such as survey and many research areas and business uses this information for their 

purpose. Then also this data retrieving has many challenges. Tweets are frequently used to express a public’s 

emotion. It describes a diversity of new sources of online data that are designed, initiated, published and used by 

customers. Sentiment variation on twitter data has provided an effective way to expose public opinion. It is 

generally difficult to find the exact causes of sentiment variations since they may involve complicated internal 

and external factors. We observed that the emerging topics in the variation period is highly related to the 

legitimate reasons responsible for the variations. When people specify their opinions, they usually mention 

reasons that support their current views. Mining emerging events/topics is a challenging task: (1) The tweets 

present in the variation period can be very noisy, which covers irrelevant “background” topics which had been 

considered for a long time and it does not contribute to the changes of the public’s opinion. (2) The events and 

topics which is related to the opinion variations are hard to represent or model. Keywords produced through 

topic modelling can depict the underlying events to some extent. But they are not as intuitive as natural language 
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sentences. (3) Reasons could be complicated and involve a number of events. These events might not be equally 

important. Therefore, the mined events should be ranked with respect to their contributions.  

The paper aims at analysing the techniques used in finding the variations in the tweets. For analysing we choose 

the methods : LDA, K clustering, cosine similarity and POS. Each method has its own benefits. In this analysis, 

we define document similarity as the distance between topics or words within documents based on the 

uniformity of their meaning or well formed content. Accordingly, when certain sets of documents display high 

correlation values, it means that they are semantically identical. We also focus at analysing the combination of 

these methods can be efficiently used to track the sentiments in tweets which is helpful in finding the variations 

in the opinion of people. 

 

II. SYSTEM ANALYSIS 

 

The methods used to reduce the challenges in mining was able to solve the problems up to a certain level. But 

these methods didn’t gave a complete solution and it raised certain problems. The current system raises security 

issues like only English tweets are taken, considers only marketing tweets, computation of vectors and also 

discuses only about the properties. The existing system uses a combination of data sets, data extraction using 

keywords, classification and part-of-speech tagging. Hence we analysis of few methods which can be combined 

to form a new model to efficiently find the variations of sentiment in the tweets. We use Twitter as the textual 

data source for our analysis, because it is one of the most popular micro blog worldwide and the topics on which 

Twitter users post are not limited.  

The analysis of the system uses following techniques. 

2.1 LDA 

2.2 K Clustering 

2.3 Cosine Similarity 

2.4 Part-of-speech Tagging 
 

These methods are combined together to form a new system which can be implemented to discriminate the 

properties and variations of public sentiments in twitter. 

 

2.1 Latent Dirichlet Allocation (LDA) 

LDA is a arable probabilistic model for collecting distinct data with a three-level hierarchical Bayesian model, 

where each item of a collection is modeled as a definite mixture over an underlying set of topics or words. This 

technique is often used in the text modeling framework, while the topic probabilities imply an accurate 

representation of a document. We apply this technique to discover the underlying topics or words in the word 

sets where people describe their subjective views. The goal of this analysis is to draw apparent representations 

for both word sets including user opinion with the positive or negative semantic properties.  

The model can be represented using plate notation. With plate notation, the dependencies among variables 

which can be captured precisely. The boxes are “plates” representing duplicates. The outer plate represents 

documents, while the inner plate represents the imitated choice of topics and words within a document. M 

denotes the number of documents and  N represents  the number of words in a document. Thus: 

http://en.wikipedia.org/wiki/Plate_notation
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Fig 1: LDA model 

α is the parameter of the per-document topic distributions, 

β is the parameter of the per-topic word distribution, 

is the topic distribution for corresponding  document i, 

is the word distribution for topic k in the document, 

is the topic for the jth word in document i, and 

is the specific word in the distribution. 

The result using LDA can be shown using a graph. In several researches they have used LDA to retrieve topics 

and shown the sentiment variations. One of the example graph using LDA is shown below. The graph shows the 

positive and negative sentiment variations. The result is about 85 percent accurate compared to old text 

retrieving methods. 

 

Fig 2: Graph showing sentiment variation using LDA 

2.2 K-Means Clustering 

After finding the word sets with the same sentiment polarities look to be more correlated, hence we are further 

curious to find how word sets with different sentiment signs are segmented. In detail, we would like to 

understand how accurately two kinds of word sets with different sentiment properties are gathered together. We 

propose a popular clustering method, k-means. K-means clustering is one of the data mining techniques 

popularly used to divide a data set into k groups in such a way that reduces  the within-cluster sum of squares 

(WCSS): 

2
 

where μi is the mean of points in Si and (x1, x2… xn) is a set of observations. 

Thus, the k-means method segments the data set based on the frequency of the terms that appear in the  

document matrix. We set k at two, hypothesizing that there would be two segments and that the word sets 

originating from the data sets with negative sentiment values would produce one segment, and the word sets 
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from the data sets with positive values  would create another segment. Figure illustrates the k-means analysis 

result that the positive word sets create one cluster, cluster1, and the negative word sets create another cluster, 

cluster 2, while k-means divides the word sets one to twelve into two groups exactly depending on their 

sentiment polarities. 

 

Fig 3: Graph showing K clustering of word sets 

2.3 Cosine Similarity 

Cosine similarity is a metric frequently used to discover similarity and dissimilarity textual data. This metric 

basically calculates the cosine of the angle between two vectors, indicating that cosine 0 degree represents 

cosines similarity value of 1, which implies that two vectors are exactly the same, and cosine 90 degrees, a 

cosine similarity value of 0, which means that the vectors are completely independent. Specifically, cosine 

similarity measures the inner product space between two vectors which are derived from documents. The set of 

documents is represented as a set of vectors in a vector space where two documents are relatively close in space 

whenever they are similar in terms of the semantic meaning. For example, vec1= [1,1,1,1,1,2,1,0,0] and vec2 = 

[1,1,1,2,0,0,1,1,1] have similarity of 0.9487, which is derived from formula . In general, cosine similarity is 

calculated based on following formula, where A and B represent two vectors values. 

 

 

Fig 4: Table showing cosine similarity of words [1] 

We apply the cosine similarity method to the term document matrix to determine similarity and dissimilarity 

between two forms of word sets. The following figure shows the cosine similarity result. 
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2.4 Part-Of-Speech Tagging 

Another method used in the data manipulation process is part-of-speech (POS) tagging. POS tagging is one 

form of syntactic analysis that reads text in some language and assigns parts of speech to each word (or each 

token) such as noun, verb, adjective, etc. Figure 2 illustrates how POS assigns a tag to each word where “VB” 

represents verb, “NN” or “NNS” common noun, “JJS” adjective, “IN” preposition, and so forth. 

 

 

 

 

 

 

Fig 5: Figure showing the POS Tagging 

We apply this technique to produce final data sets consisting of only adjectives, adverbs, and verbs in each 

document (i.e., a tweet). 

 

III. CONCLUSIONS 

 

The overall aim of the data mining process is to excerpt information from a large data set and transform it into 

an logical structure for further uses. The mining is done in twitter data set. The system is used to discriminate 

the properties and to analyse the public sentiment variations.  Thus, in proposed work, we analysed four 

methods: Latent Dirichlet Allocation (LDA) based models, Cosine similarity, POS and Clustering. The LDA 

model can filter out background topics and then extract foreground topics to reveal possible reasons. To give a 

more intuitive representation. Our proposed models were evaluated on real Twitter data. Experimental results 

showed that our models can mine possible reasons behind sentiment variations. Moreover, the proposed models 

are general: they can be used to discover special topics or aspects in one text collection in comparison with 

another background text collection. Also these methods can be combined together to form a new model which 

can be used for efficient sentiment tracking in twitter as well as in other social networking sites. 
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