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ABSTRACT  

A workflow application for efficient parallel processing of data downloaded from an Internet portal. The 

partitions input files into subdirectories which are further split for parallel processing by services installed on 

distinct computer nodes. The goal is to assess achievable speed-ups and determine which factors influence 

scalability and to what degree. Data processing services are implemented for assessment of context (positive or 

negative) in which the given keyword appears in a document. The resultant execution times as well as speed-ups 

are presented for data sets of various sizes along with discussion on how factors such as load imbalance and 

memory/disk bottlenecks limit performance. The input datasets downloaded from the internet is stored as a 

collection of files in a directory structure. Depending on the sizes and characteristics of the real data sets from 

a new technology portal, execution times and speedup are available by using Hyper threading technology. The 

existing programming model makes it to parallize and distribute computations and to make such computation 

fault-tolerant. The network bandwidth is a scarce resource. Redundant execution can be used to reduce the 

impact of slow machines and to handle machine failure and data loss. 

 

Keywords: Mobile Ad Hoc Networks, Clustering, Gateway, Cluster Head Election, Node Degree. 

 
I. INTRODUCTION 

 
Big data is an all-encompassing term for any collection of data sets so large or complex that it becomes difficult 

to process them using traditional data processing applications. Big data refers to data sets whose size is beyond 

the ability of typical database software tools to capture, store, manage and analyze. Key enablers for the growth 

of Big Data are Increase of storage capacities Increase of processing power Availability of data. Effectively used 

Big Data can transform data into insights and intelligence, delivered where they’re needed to make and 

implement better strategic and operational decisions.  

Big data requires exceptional technologies to efficiently process large quantities of data within tolerable elapsed 

times. A suitable technology includes A/B testing, data fusion and integration, signal processing, simulation, 

genetic algorithms, natural language processing, time series analysis and visualization. Big data is a term that 

refers to data sets or combinations of data sets whose size (volume), complexity (variability) and rate of growth 

(velocity) make them difficult to be capture, manage, process or analyze by conventional technologies and tools, 

such as relational databases and statistics or visualization packages within the time to make them useful. The 

size used to determine whether a particular data set is considered big data is not firmly defined and continues to 
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change over time, analysts and practitioners currently refer to data sets from 30-50 terabytes to multiple 

petabytes as big data. 

The nature of big data is primarily driven by the unstructured nature of much of the data that is generated by 

modern technology such as that from web logs, radio frequency ID (RFID), sensors embedded in devices, 

Internet searches, social networks such as smart phones, GPS devices, and call center records, face book, 

portable computers. It must be combined with structured data (typically from a relational database) from a more 

conventional business application, such as Enterprise Resource Planning (ERP) or Customer Relationship 

Management (CRM). 

Similar to the complexity, or variability, aspect of big data, its rate of growth, or velocity is largely due to the 

ubiquitous nature of on-line, real-time data capture devices, systems, and networks. It is expected that the rate of 

growth of big data will continue to increase for the foreseeable future Specific new big data technologies and 

tools have been and continue to be developed. Much of the new big data technology relies heavily on massively 

parallel processing (MPP) databases, which can concurrently distribute the processing of very large sets of data 

across many servers. 

1.1 The Characteristics of Big Data are 

Big Data has been described by its attributes are volume, velocity, variety and veracity. 

Volume & Velocity- Volume and velocity refer to the sheer quantity of Big Data available – Often hundreds of 

terabytes or even peta bytes of data – and the speed at which data must be stored and/or analyzed, which could 

reach tens of thousands of transactions per second in some cases. 

 

 

 

 

 

Fig.1. Big Data 

Varity- Variety refers to the huge variation in the types and sources of Big Data are highly structured files to 

unstructured video and audio information.  

Veracity- Veracity refers to the level of quality and trustworthiness that can be ascribed to a data set. 

Complexity- Difficulties dealing with data increase with the expanding universe of data sources and are 

compounded by the link, match and transform data across business entities and systems.  

The emergence of big data and the potential to complex analysis of very large data sets is a consequence of 

recent advances in the technology. If big data analytics are adopted by agencies a large amount of stress may be 

placed upon current ICT systems and solutions which presently carry the burden of processing, analyzing and 

archiving data. Government agencies will need to manage these new requirements efficiently in order to deliver 
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net benefits through the adoption of new technologies. In particular technology includes low cost storage arrays, 

in memory processing, cloud based storage and processing together with a range of new software. The 

emergence of Cloud Computing over the last few years represents the single most important contributor with 

cloud storage. Cloud Computing offers to store, and perform computational analysis on increasingly large data 

sets. 

1.2   Hadoop 

Hadoop is open source for distributed processing of large data sets across clusters of servers. Hadoop is 

designed to scale up from a single server to thousands of machines with a very degree of fault tolerance. The 

Apache Hadoop framework is composed of the following modules, 

Hadoop Distributed File System (HDFS) a distributed file-system that stores data on the commodity machines, 

providing very high aggregate bandwidth across the cluster. 

Hadoop YARN a resource-management platform for managing compute resources in clusters and using them 

for scheduling of users applications Hadoop MapReduce a programming model for large scale data processing. 

 

Fig.2.Components of Distributed File System 

 1.3 HDFS 

2. HDFS is a distributed file system to distribute data. 

1.4 Map/Reduce  

3. It is an offline computing engine. Handles distributed Applications. 

 

II. RELATED WORK 

  Several heuristics have been proposed to choose cluster heads in an adhoc network.  

1. Lowest-ID Clustering Algorithm (LIC) 

The node with the minimum ID is chosen to be a cluster head. Major drawbacks of this algorithm are its bias 

towards nodes with smaller ids which may lead to the battery drainage of certain nodes, and it does not attempt 

to balance the load uniformly across all the nodes. 

 

2. Highest Connectivity Clustering Algorithm (HCC) 
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This algorithm is also known as connectivity-based clustering algorithm. Each and every node will broadcast its 

ID to the neighbor nodes within its transmission range. The degree for each node is calculated and the node that 

contains the maximum number of neighbors is selected as the cluster head. Disadvantages are there will be 

lower throughputs when the degree of the node increases.  

 

2. Weighted Clustering Algorithm (WCA) 
 
 

The weighted clustering algorithm (WCA) is based on the use of a combined weight metric. i.e., the number of 

neighbors, distance with all neighbors, mobility and cumulative time for which the node acts as the cluster head. 

The weight values are broadcast by each node and so each node knows the weight values of all other nodes and 

other cluster heads in the system.  

 

3. An On-Demand Weighted Clustering Algorithm (WCA) for Ad hoc Network  

In this work, a weighted clustering algorithm (WCA) is presented which takes into consideration the number of 

nodes a cluster head can handle ideally (without any severe degradation of the system performance), 

transmission power, mobility and battery power of the nodes. Most of the existing clustering algorithms are 

invoked periodically but this algorithm is not periodic. Its invocation is adaptive based on the mobility of the 

nodes. More precisely, the election procedure is delayed as long as possible to reduce the computation cost. 

Frequent updates result in high information exchange among the nodes resulting in high communication 

overhead. The algorithm is executed only when there is a need, i.e., when a node is no longer able to attach itself 

to any of the existing cluster heads. This algorithm performs significantly better than both of the Highest- 

Degree and the Lowest-ID heuristics. 
 

 

4. Distributed Clustering for Ad Hoc Networks 

Distributed Clustering Algorithm (DCA) is presented that generalizes the previous approaches by allowing the 

choice of the cluster heads based on a generic weight  associated to each node: The bigger the weight of a node, 

the better that node for the role of cluster head.  

 

III.  PROPOSED SYSTEM 

A workflow application for efficient parallel processing of data downloaded from an Internet portal. The 

partitions input files into subdirectories which are further split for parallel processing by services installed on 

distinct computer nodes. 

A. Parallel Data Processing Frameworks 

The Map Reduce scheme is efficient for large data processing on a cluster of machines. They demonstrated how 

several applications could be implemented in the framework including: distributed grep for text matching, count 

of URL visits from server logs, web link graph, searching for most important words in documents, inverted 

index and distributed sort. The solution is able to cope with machine failures. The most relevant to this work is 

the distributed grep in which the input is split into 15000 pieces each 64 MB in size and the output reduced to 1 

file. The entire computation takes approximately 150 seconds with overhead for program propagation and 
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delays caused by the GFS system. Recently, parallel data processing in modern distributed environments has 

gained attention. 

B. Parallel Text Processing Applications 

The work is processing of data that can be gathered from the Internet, in the context of information retrieval. 

The latter is the process of identification and obtaining relevant documents based on a query. There are 

approaches for parallel handling of queries on a multiprocessor system such as where the speed-up of 11.3 is 

obtained for 16 processors. There are several methods available for parallel text search. A text search 

mechanism on a low cost cluster with a performance model and verification of the latter against real 

experiments. The factor that influences performance is load balancing. Work shows performance evaluation of 

parallel information retrieval on a multiprocessor system with consideration of the number of CPUs, threads, 

disks etc. However, the number of CPUs and threads are limited to 4 and 32 respectively. 

C. Workflow Modeling 

In order to achieve efficient parallel processing of big data, the author proposes a workflow application depicted 

in Figure 3. 1. The healthcare datasets are downloaded from the portal of Inertia at http://nt.interia.pl. The 

downloaded datasets are stored in a designated location. The workflow considers the following steps, assuming 

the data is already in a designated location/ space, available as a collection of files. Service parallel process 

directory splits the initial directory into reasonably large subdirectories, partitions input files in a successive 

subdirectory and initializes parallel computations by services assess_context_of_keyword. 

Service assess_context_of_keyword assesses the context of the given keyword in a list of files in parallel. The 

application, written in C using the Threads’ library, reads file names assigned to the application and partitions 

into arrays to be assigned to particular threads. Each thread processes files to detect existence of the given 

keyword and then positive and negative descriptive words. If the keyword is present in the file (which can be an 

article in a portal, for example), the context of keyword within file (document, article) a is evaluated as 

fc(keyword, a) = ep(a)−en(a) where ep(a) is the number of positive descriptive words in a while en(a) is the 

number of negative descriptive words in a.  

  

Fig.3.  A Workflow for parallel processing of data 
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IV. RESULTS 

 

Fig 5.1 RSA Key generation 

 RSA key generation for ssh configuring by accessing the system as password less.RSA key generate 

private and public key for secure transaction. 

 

Fig 5.2 Name Node Formation 

 

 The first step to starting up your Hadoop installation is formatting the Hadoop file system which is 

implemented on top of the local file system of your “cluster”. 
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Fig 5.3 Starting Single Node 

 Starting the single node cluster through name node. It starts name node, secondary name node, task 

tracker, data node, jps, job tracker. 

 

Fig 5.4 Ending Single Node 

 Stopping the single node cluster.  It stops name node, secondary name node, task tracker, data node, 

jps, job tracker. 

V. CONCLUSION 

The workflow application for parallel processing of data sets presumably downloaded from the Internet. Parallel 

processing is performed at two levels: several computers in parallel and on multiple processors/cores within 

each node. Optimization through partitioning of data allowing fast startup of processing was presented. 

Depending on the sizes and characteristics of the real data sets from a new technology portal, execution times 

and corresponding speed-ups in the range between 26.3 and 36.5 were obtained on 64 cores, 32 of which were 

available thanks to the Hyper Threading technology. Factors limiting the speed-up were discussed with impact 

on performance. 
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In the future, the author plans extending the solution to other systems including processing on GPU cards as 

well as Intel Xeon Phi technologies. 
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