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ABSTRACT

As applications in Wireless Sensor Networks (WSNs) are evolving, congestion control remains an open and, in several cases, a critical problem. A lot of research has been performed on this issue and two general approaches seem to be the most prominent for its solution: traffic control and resource control. Each of these two methods presents specific advantages and disadvantages under different scenarios. In this paper we present HRTC, a dynamic scheme capable of bridging these two methods for congestion control and provide the best solution, based on the prevalent network conditions.
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I. INTRODUCTION

Congestion is a problem that affects all types of networks. Especially for the low-powered, unreliable Wireless Sensor Networks (WSNs), the occurrence of congestion could negatively affect not only the performance of the network (throughput, delay, packet loss), but also its lifetime as well as its mission.

Currently, research converges in two methods for the solution of the problem of congestion in WSNs: traffic and resource control [1].

Traffic control (TC) is the method that has been employed by the majority of congestion control algorithms in WSNs the last few years. Algorithms that employ this method, attempt to limit the data rate of the sources until congestion is mitigated [2]–[12]. On the other hand, algorithms that employ resource control (RC) take advantage of the dense and redundant placements of nodes on the field and create alternative and multiple paths in order to avoid the congested regions. Both methods present specific advantages and disadvantages under different scenarios and network conditions. TC is more efficient than RC in cases where transient congestion occurs, as well as in cases where the network is sparsely deployed. On the other hand, RC, although in general it exhibits better attitude than traffic control, in terms of throughput and power consumption it presents the disadvantage that it can only function in fields where alternative paths can be created (i.e., placements where nodes are densely deployed [13]).

In particular, in [14] the authors show that when RC applies, the throughput of the sink is higher, while there is more balanced energy consumption in the network. Conversely, there is an increment in the end-to-end packet delay from the source to the sink, since packets need to bypass the congested node which is normally part of the shortest path from the source to the sink, using alternative paths. Similar studies show [15] that the lifetime of the networks can be severely degraded in cases where heavy data load exists and a congestion control algorithm that adopts traffic control method is employed. The reason lies on the fact that this type of algorithm constantly
utilizes the shortest path to the sink and this drives the network to the creation of routing holes (network becomes disconnected).

In this work we present HRTC, an algorithm that provides a complete solution to the congestion problem. By complete, we mean that the nodes in the network are able to understand whether they can apply resource or traffic control, at any level. Thus, if RC cannot be applied, the source node applies TC until it achieves congestion alleviation. In particular, by applying this hybrid scheme, the network gives priority to RC and in case it is not able to so, it applies TC. The obvious advantage of this scheme is the fact that the assumptions made in RC algorithms like [13], [16], [17], that the network needs to be densely deployed, is canceled. The rest of the paper is organized as follows. In Section II we present the proposed hybrid algorithm, then we evaluate its performance in comparison with pure traffic and resource control algorithms in Section III and we finally close with the conclusions in Section IV.

II. HYBRID RESOURCE AND TRAFFIC CONTROL METHOD- HRTC

The basic design philosophy of HRTC is based on the fact that the conditions in WSNs are possible to change dynamically. Thus, it is possible for a densely deployed network to initially exist, but after some time this to transform into a network full of routing holes or disconnected parts either due to network issues, like heavy traffic, or other issues like destruction of nodes due to physical phenomenon’s (rain, flooding etc.). In either case, the target of this work is to find a solution that maximizes the efficiency of the network in terms of throughput and lifetime, using effectively the available network resources. The application of the aforementioned congestion control methods should be seamless, attempting to minimize any extra overhead to the network. Hence, we propose a hybrid algorithm that aims to exhibit only the positive traits of both individual methods. In this algorithm, when a node faces congestion, it attempts to inform the source node from which it receives packets with the lowest data rate, to suppress its data rate. To achieve this, it transmits a backpressure message, hop-by-hop, to the source. We intentionally choose to limit the transmission of the source node with the lowest data rate, since we prefer to keep serving the nodes with higher data rate(s) in order to affect throughput the least. Now, when each node in this reverse hop-by-hop path receives this packet, it checks whether it can apply resource control before the message reaches the source. If it can, it applies RC and stops transmitting this backpressure message, hop-by-hop, to the source. We intentionally choose to limit the transmission of the source node with the lowest data rate, since we prefer to keep serving the nodes with higher data rate(s) in order to affect throughput the least. Now, when each node in this reverse hop-by-hop path receives this packet, it checks whether it can apply resource control before the message reaches the source. If it can, it applies RC and stops transmitting this backpressure message. Otherwise, it keeps transmitting the backpressure message and if finally this message reaches the source, it (the source) applies traffic control. Thus, it adjusts its data rate and simultaneously adds a specific bit in each packet header it transmits indicating that its data rate is throttled. Since the network dynamics are constantly changing, the nodes that receive packets from this source node are now aware that its data rate is throttled. Therefore, if they are able to apply a resource control method again, they ask the source node through a subsequent backpressure message to transmit with full data rate. When the source node receives this second message, it removes this specific bit and transmits in full data rate. Then, the specific node that initiated this new transaction receives the full flow of packets and splits the traffic between the initial node and the alternative path. Hence, even if the duration of the event is very small the overall gains of the network are high. Fig. 2.1 illustrates how this mechanism functions.
We consider that node 14 is the congested node. This node receives packets from nodes 19 and 20, which are connected to sources 25 and 27. We also consider that node 19 transmits packets to node 14 with a lower data rate than node 20. In such a case, the congested node (node 14) informs through a backpressure message node 19 to limit its transmission in order to alleviate its congestion situation. When node 19 receives this backpressure message, it checks whether it can create alternative paths to the sink (resource control). If it can, it creates this alternative path and stops transmitting the backpressure message to the source (node 25), solving the issue locally. Otherwise, it forwards the backpressure message to the source (node 25) and the source reduces its data rate by applying a traffic control mechanism. Concurrently, the source, adds a bit in the packet header of the subsequent packets it transmits, indicating that its data rate is throttled. In this case, if also another node receives these packets (e.g. node 18) and is able to handle this data rate without a problem, it asks the source to transmit with full data rate and the throughput increases again. In the next paragraph we explain how a node is capable to understand whether it can apply a “resource control” method or not.

2.1 Understanding of Whether A “Resource Control” Method Can Be Applied

Nodes that apply resource control take advantage of the plethora of unused nodes in the network and try to establish alternative paths towards the sink, in order to forward the excess traffic. Algorithms that apply resource control for congestion control [13], [16], [17], argue on the importance of the existence of an efficient topology control scheme. Topology control is required since it reduces the connections between the nodes while, concurrently, it provides the required number of redundant paths. Thus, this hybrid scheme should definitely employ a topology control algorithm. A very simple topology control scheme is to place nodes in levels from source to sink. This scheme has been employed in [16] and [17] and results show that it is a simple yet efficient scheme.

Moreover, it should be assured that there is always at least one available path from source to sink. This precondition did not appear in previous efforts that apply resource control method [13], [16], [17] since in those cases it was assumed that the network was densely deployed and available paths always existed. In the cases we examine we consider any node placement. Thus, in a sparse placement it is possible that paths from the source (or splitting node) to the sink are not always available. To secure this precondition we “borrow” the “flag decision” mechanism, proposed in the DAIpaS [17] algorithm, but with a significant variation. In the DAIpaS algorithm the flag decision mechanism assured that there was always at least one available node in a level higher than the congested node. In this case, it is not enough to assure that there is always one node available at
a higher level above the congested node, since it is possible, in sparse placements have one available node a level above, but not an available path towards the sink. Hence, this issue cannot be solved locally. Thus, we consider that each node sets its flag field to “TRUE” when it is sure that there is a least one available path (not just a node in a level higher than itself) to the sink. To enable this, the “Flag Decision” algorithm is altered. Specifically, according to the DAIPaS [17] algorithm flag field is set to “TRUE” when the following conditions are satisfied:

• The buffer occupancy is above the pre-specified limit.
• The remaining power of the node is above the prespecified limit.
• There is at least one node available to accept packets at a level higher than this node.

In the case of the HRTC algorithm, the third condition “at least one available node” is changed to “at least one available path”. To assure that there is at least one available path, the process is reverse and begins from the nodes that communicate directly with the sink. Nodes that communicate with the sink, set their flag to “TRUE”. This means that they have enough free space in their buffer to receive packets, their power is sufficient, and they can definitely communicate with this sink. This condition, (“TRUE Flag”) is communicated to the nodes that are a level lower than them using a backpressure message. These nodes are now sure that if they have a packet to forward, they can safely forward it through the nodes that are at a level higher than themselves and have their flag field set to “TRUE”. This procedure iterates in a backward fashion. Thus, each node that has in its neighbor table at least one node in a level higher that itself, with its flag set to true, is aware that it has at least one available path to the sink.

III. PERFORMANCE EVALUATION

To evaluate the performance of this hybrid scheme, a series of simulations have been performed using the Prowler [18] simulator, a probabilistic wireless network simulator. Prowler provides a radio fading model with packet collisions, static and dynamic asymmetric links, and a CSMA MAC layer serving as a contention-based MAC protocol. For comparison, we compared this hybrid scheme with a pure resource and a pure traffic control scheme.

To perform the simulations we have used the radio propagation model provided by Prowler. The transmission model is given by:

\[ P_{\text{rec,ideal}} (d) \leftarrow P_{\text{transmit}} (1/A + d)^\gamma \]
Where, \(2 \leq \gamma \leq 4\). Equation (1) presents an ideal transmission function with no errors. In order to provide realistic conditions to our simulations we add fading effects to the radio propagation model according to

\[
(2): \text{Prec}(i, j) \leftarrow \text{Prec}_{\text{ideal}}(d_{i,j})(1 + a(i, j))(1 + \beta(t))
\]

Where \(\text{P}_{\text{transmit}}\) is the signal strength at the transmitter and \(\text{Prec}_{\text{ideal}}(d)\) is the ideal received signal strength at distance \(d\). Variables \(a\) and \(\beta\) are random variables with normal distributions \(N(0, \sigma_a)\) and \(N(0, \sigma_\beta)\), respectively.

A node can receive packets from node \(i\) if \(\text{Prec}(i, j) > \Delta\) where \(\Delta\) is the threshold.

**A. Simulator Setup**

30 nodes were uniformly deployed in a 100m x 100m field. The average radio range of transmission for each node is a radius of 10m. In our simulations we employed the default values of Prowler simulator, a choice made by several authors [19]–[22]. Specifically, we set \(\sigma_a = 0.45\), \(\sigma_\beta = 0.02\) and the reception threshold is set to \(\Delta = 0.1\).

Also we set \(p_{\text{error}} = 0.05\). This parameter \(p_{\text{error}}\), models the probability of a transmission error caused for any other reason. These values add fading effects to the ideal transmission function. In particular, they model an imperfect circle.

We present HRTC, an algorithm that provides a complete solution to the congestion problem. By complete, we mean that the nodes in the network are able to understand whether they can apply resource or traffic control, at any level. Thus, if RC cannot be applied, the source node applies TC until it achieves congestion alleviation. In particular, by applying this hybrid scheme, the network gives priority to RC and in case it is not able to so, it applies TC. The obvious advantage of this scheme, is the fact that the assumptions made in RC algorithms like that the network needs to be densely deployed, is canceled.

The rest of the parameters we employ represent the Mica-Z node and the most important of them are presented in Table I.

### Table I

<table>
<thead>
<tr>
<th>SIMULATION PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max Data Rate (kbps)</td>
</tr>
<tr>
<td>Transmission Power (dbm)</td>
</tr>
<tr>
<td>Receiver Threshold (dbm)</td>
</tr>
<tr>
<td>Transmission Current (mA)</td>
</tr>
<tr>
<td>Receive Current (mA)</td>
</tr>
<tr>
<td>Packet Size (bits)</td>
</tr>
<tr>
<td>Buffer Size(Bytes)</td>
</tr>
<tr>
<td>MAC layer</td>
</tr>
</tbody>
</table>

**3.1 Results**

In the first scenario, sources transmit at maximum data rate and we plot the throughput of the sink until the end of the lifetime of the network (throughput reaches zero).

![Fig. 3.1. Sink Throughput](image)
Studying the results of Fig. 3.1, we notice that when the traffic control method is applied, the throughput of the network is almost halved in comparison with the results of the resource control method, while the throughput reaches zero in less time. This is an indication that traffic control is not an effective congestion control method in terms of throughput since it reduces the data rate of the sources. Furthermore, the fact that packets travel through the shortest path to the sink, it drains the power of the nodes that create this path and routing holes are created. Thus the lifetime of the network is reduced. When the resource control method is applied, throughput is maintained at much higher levels. The reason lies on the fact that the data rate of the network is not reduced and the excess data are being transferred to sink through alternative paths. Moreover, we notice that the lifetime of the network is extended since there is uniform utilization of the power of the nodes. When the hybrid algorithm applies, the throughput as well as the lifetime of the network is extended even more. This can be explained by the fact that when the resource control method is used and the network exhausts its alternative paths (when it reaches the end of lifetime), sources keep transmitting at the maximum data rate. In this case, the power of the remaining paths is exhausted quickly and the network ceases its operation. But, if at the moment that no more alternative paths exist, the algorithm switches to the traffic control method, the throughput is reduced (and diminishes) in a more linear way and the lifetime of the network extends seven more. To reinforce the previous results we present in Table II the percentage of the remaining energy of the nodes when the network is unable to transmit a single packet to the sink.

**Table II**

<table>
<thead>
<tr>
<th>Percentage of Nodes Remaining Energy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic Control                          14.2</td>
</tr>
<tr>
<td>Resource Control                         6.1</td>
</tr>
<tr>
<td>Hybrid Scheme                            4.3</td>
</tr>
</tbody>
</table>

According to Table II when operating under traffic control, there is still 14.2% remaining energy to the nodes which cannot be used, since routing holes have been created and the source node cannot find any routing path to forward data to the sink. On the other hand, when resource control is used this percentage falls to 6.1%, which indicates that the resource control method can uniformly utilize the energy of the nodes and extend the lifetime of the network. However, at the point where the resource control method cannot find any alternative paths to the sink, nodes apply the traffic control method (Hybrid Scheme), and the network is able to utilize almost 2% more energy. This percentage is able to extend the lifetime of the network as well as to increase the throughput at the sink.

Finally, in Fig. 3.2 we vary the data rate of the source and monitor how each scheme behaves. The results presented in this figure show the conditions in the network after the occurrence of congestion, when these method have been called by the application. The traffic control method maintains the data rate of the source stable, thus the average throughput does not alter. The resource control method increases the average throughput, since with higher data rate at the source there are more packets available in the network and since there are available alternative paths, the excess data can be forwarded to the sink. At the same time we note that when the data rate reaches 200 packets/s and more, the hybrid scheme presents better attitude since the traffic control method complements the inefficiencies of resource control method when there are no more alternative paths.
IV. CONCLUSIONS

In this paper we proposed HRTC, a hybrid scheme for congestion control in WSNs. This scheme attempts to complement the resource control method with traffic control. In particular, when resource control in unable to be effectively applied in a specific network instance, the algorithm employs the traffic control method. The advantage of this hybrid solution lies on the fact that due to the frequent variations that take place in WSNs topologies and node placements, each node is able to figure out which congestion control method is the most appropriate to apply at any moment, giving priority to resource control that extends network lifetime as well as throughput. Simulation results verify the efficiency of this hybrid scheme in terms of throughput and network lifetime.
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