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ABSTRACT 

Cloud-based healthcare data mining framework. Under such framework, various cloud based healthcare data 

mining services can be developed, deployed, and provisioned to the general healthcare industry for knowledge 

discovery and decision-making support. In our proposed framework, 1) population-level healthcare data 

scattered across disparate local data sources are integrated, which provides abundant data for the data mining 

process; 2) computational infrastructure and resources can be delivered by cloud computing platforms in a 

reliable, scalable, and cost-effective manner, which satisfies the computational and financial requirement for 

building healthcare data mining services; 3) the service development process is modularized, which makes the 

service development, update, and maintenance easier and faster; 4) the healthcare data mining services are 

deployed and provisioned to the healthcare practitioners as either cloud applications or web services, which 

ensures high service accessibility. 
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I. INTRODUCTION 

In recent time various types of services are emerging in the society. These services are related to the different 

fields of the society. Out of those fields major field is medical. India is a large country where large population 

resides. Various types of organized and unorganized medical facilities are available in the country. But due to 

the population explosion each facility remain scarce. To overcome and catalyst the growth in this part of the 

applications. Various researchers are involved which are growing with different researches so that the problem 

of scarcity of the resources can be catered without increasing the much cost.In this researches cloud is one of the 

major thrust area. Which can solve the problem of this medical mismanagement. According to this research 

paper there will be a cloud of the medical data. Which is consisting of integration of various small city level 

data. Any company will provides processing ability which can process this large integration of the data. So that 

any patient data can be provided at the required place. His case history or we can say medical history can be 

recorded at each step. 
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1.2 Introduction to Data mining 

1.1.1 Data Mining is a process to analyzing the data from large databases. As it is also clear from its 

name Data Mining :“searching for valuable information in a large database”. Data mining is also known 

as knowledge discovery. 

Generally, data mining (sometimes called data or knowledge discovery) is the process of analyzing data from 

different perspectives and summarizing it into useful information - information that can be used to increase  

 

1.3  Importance of Data Mining 

We can simply define data mining as a process that involves searching, collecting, filtering and analyzing the 

data. It is important to understand that this is not the standard or accepted definition. But the above definition 

caters for the whole process. Large amount of data can be retrieved from various websites and databases. It can 

be retrieved in form of data relationships, co-relations and patterns. With the advent of computers, internet and 

large databases it is possible collect large amounts of data. The data collected may be analyzed steadily and 

help identify relationships and find solutions to the existing problems. Governments, private companies, large 

organizations and all businesses are after large volume of data collection for the purposes of business and 

research development. The data collected can be stored for future use. Storage of information is quite important 

whenever it is required. It is important to note that it may take long time for finding and searching for 

information from websites, databases and other internet sources. 

 

1.4 How does Data mining work? 

While large-scale information technology has been evolving separate transaction and analytical systems, data 

mining provides the link between the two. Data mining software analyzes relationships and patterns in stored 

transaction data based on open-ended user queries. Several types of analytical software are available: statistical, 

machine learning, and neural networks. Data mining consists of five major elements:  

 Extract, transform, and load transaction data onto the data warehouse system.  

 Store and manage the data in a multidimensional database system.  

 Provide data access to business analysts and information technology professionals.  

 Analyze the data by application software.  

 Present the data in a useful format, such as a graph or table.  

Data mining Techniques 

a) Classification 

Classification consists of examining the features of a newly presented object and assigning to it a predefined 

class. The classification task is characterized by the well-defined classes, and a training set consisting of pre-
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classified examples. The task is to build a model that can be applied to unclassified data in order to classify it. 

Examples of classification tasks include: 

•Classification of credit applicants as low, medium or high risk 

•Classification of mushrooms as edible or poisonous 

• Determination of which home telephone lines are used for internet access 

is the task of segmenting a diverse group into a number of similar subgroups or clusters. What distinguishes  

from classification is that  does not rely on predefined classes. In , there are no predefined classes. The records 

are grouped together on the basis of self similarity.  is often done as a prelude to some other form of data mining 

or modeling. For example,  might be the first step in a market segmentation effort, instead of trying to come up 

with a one-size-fits-all rule for determining what kind of promotion works best for each cluster. 

b)  Association Rules 

An association rule is a rule which implies certain association relationships among a set of objects (such as 

“occur together” or “one implies the other”) in a database. Given a set of transactions, where each 

transaction is a set of literals (called items), an association rule is an expression of the form XY, where X and Y 

are sets of items. The intuitive meaning of such a rule is that transactions of the database which contain X tend 

to contain Y. An example of an association rule is: 30% of farmers that grow wheat also grow pulses; 2% of all 

farmers grow both of these items”. Here 30% is called the confidence of the rule, and 2% the support of the rule. 

The problem is to fund all association rule that satisfy user-specified minimum support and minimum 

confidence constraints. 

c)  Regression 

Regression is a data mining (machine learning) technique used to fit an equation to a dataset. Regression is a 

data mining function that predicts a number. Age, weight, distance, temperature, income, or sales could all be 

predicted using regression techniques. The simplest form of regression, linear regression, uses the formula of a 

straight line (y = mx + b) and determines the appropriate values for m and b to predict the value of y based 

upon a given value of x.The regression functions are used to determine the relationship between the dependent 

variable (target field) and one or more independent variables. The dependent variable is the one whose values 

you want to predict, whereas the independent variables are the variables that you base your prediction on. 

II. LITERATURE SURVEY 

[1] PengZhang(2016) et al: in this paper the research has been undertaken for creating cloud of the  

Replica healthcare data. So that it can be integrated from different place. With the help of processing ability and 

cloud services different types of patient data be processed to generate prediction based scenario.  

[2] NimaJafariNavimipour(2016) et al: in current research selection requires information about the 

capabilities and performance characteristics of a storage system. It is based on the user demand and failure 

occurs during response time. In data cloud, the selection of replica is an important issue for users and to access a 
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data file. There research is mainly focused on replica selection mechanism in order to achieve the best 

performance. This research proposes new replica selection base on ant colony optimization to improve average 

access time. 

[3] E.K. Burke etal. discussed automatic timetable generation with the use of traditional methods such as 

graph coloring and advanced methods such as the genetic algorithms. This paper presents the examination 

timetabling. This paper discussed Genetic algorithm is very useful general purpose optimization tools that may 

be applied to wide range of very difficult problems 

[4] KhaledMahar proposed genetic algorithm has a simple representation that handles all the university 

timetables at once and easily modified to creation of a accurate timetable which satisfies constraints that must 

not be broken. This paper presents that algorithm is applied to create timetables for the college of Arab 

Academy for Science and Technology in Egypt and the results are very satisfactory and there is no hard 

constraint violation encountered. The program tested with different population sizes, a crossover and mutation 

rates. This paper also provides an overview of different techniques for automatic generation of university time 

tables like tabusearch, simulated annealing, genetic algorithms, graph coloring heuristics, constraint 

programming, network flow models, and constraint programming .This papers proves that as long as population 

size increases the cost changes faster and large size takes too much running time and memory consumption. 

[5] DiptiSrinivasan et al. stated an evolutionary algorithm based approach to solving a large constrained 

university timetabling problem. Other techniques also used for obtaining feasible timetables in a appropriate 

time that are Heuristics and context-based reasoning. The complete course timetabling system presented in this 

paper has been accurate, tested and discussed using data from a university. The results have shown that 

implementing the intelligent adaptive mutation operator has led a more than 10 times of improvement in the 

performance of evolutionary algorithm.  
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