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ABSTRACT
The tremendous growth of Internet technologies such as social networking services (SNSs) allows users to use and disseminate multimedia data like images and videos. In this paper, we have developed the Split and Merge architecture for high performance video processing, a generalization of the MapReduce paradigm that rationalizes the use of resources by exploring on demand computing. To illustrate the approach, we discuss an implementation of the Split and Merge architecture. This reduces video encoding times to fixed duration, independently of the input size of the video file, by using dynamic resource provisioning. The traditional approach to transcoding data requires specific and costly hardware because of the high-capacity and high definition features of video data. So as to overcome the problem of performance, we have developed a new system which is the fusion of Hadoop and data processing. We are adopting Map Reduce for distributed and parallel processing of data. Image compression techniques are the most concerned topics in today's technological developments. Singular Value Decomposition (SVD) is one such image compression technique. This SVD performs its operations on matrices. In this paper, we have applied SVD algorithm on images for compression.
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I. INTRODUCTION
In Data compression, we deal with large amount of data requiring large amount of processing, storage and communication resources. In this project, we have designed and implemented the compression of an data which is based on MapReduce strategy and Hadoop to solve the above mentioned problems. The intention to use MapReduce framework here is that it provides a specific pro-gramming model and a run time system for processing and creating large data sets amenable to various real-world task. MapReduce programming model is executed in two main steps called as mapping and reducing. Mapping and reducing are defined by mapper and reducer where as mapping step receives input data sets and feeds each data element to mapper in the form of key and value pairs. In reducing step, all outputs from the mapper are processed and final result is generated by reducer using the merging process. HDFS (Hadoop Distributed File System) is used by Hadoop application which creates the replicas of blocks, distributes them on computed nodes throughout a cluster. This implementation is divided into two parts:
In first part we store the large amount of data into HDFS and second part deals with processing of data which is stored in HDFS using MapReduce and JAI (Java Advanced imaging) for compression data into target formats. In order to support these methods, implementation of this work starts with taking multimedia data as input by using record Reader method of the class inputFormat. InputFormat transforms the data into sets of keys and values and further they are passed to mapper. Mapper processes video data using JAI and compression module which compression the video data into specific formats suitable for smart-phones, pads and personal computers. After completing video data compression, mapper send the result to outputFormat then RecordWriter method of outputFormat class writes the result as a file to HDFS.

II. DATA COMPRESSION VIA SVD

A. Data Matrix

Consider, for example, that measurements from \( m \) different meters, taken over \( t \) time instants, need to be transmitted through the communications network of a smart distribution system to serve as inputs for a given application. Let this set of measurements be put in the form of a matrix \( X \), with each row of \( X \) containing the measurements taken from a given meter at each time instant.

B. Data Compression

Data matrix \( X \) can be factorized into three matrices by applying the SVD. In order to simplify the notation, matrix \( V^T \) is hereafter written as just \( V \)

\[
X(m \times t) = U(m \times m)(m \times t)V(t \times t)
\]

where diagonal matrix contains the SVs of \( X \), ordered from the highest to the lowest. Data compression can be achieved by taking advantage of the fact that many matrices occurring in practice do exhibit some kind of structure that leads to only a few SVs actually being non-negligible. In such cases, good approximation of matrix \( X \) can be obtained by keeping only the SVs found to be significant in matrix \( V \). Assume that \( r \) SVs are to be retained in and let matrix \( X_r \) denotes the approximated matrix \( X \).

C. Compression Ratio

The extent of compression achieved by a coding scheme can be measured by a CR. The term CR has been defined in several ways in the literature. In many contexts, the CR is computed by dividing the size of the original data by the size of the compressed data. A CR = 4, for example, means that the data has been compressed with the ratio 4:1. Alternatively, it can be said that the volume of the compressed data is 25% of the original data. In this paper, the CR is computed, which expresses the ratio between the total number of elements in the original matrix \( X \) (measurements) and the total number of elements in the submatrices that are needed to compute matrix \( X_r \)

\[
CR \quad \quad \quad = \quad \quad \quad m \times t
\]
D. Loss of Information

As discussed, lossy compression methods can be very effective for data compression, but this comes with a cost, which is the loss of information that will not be retrieved when the original data is reconstructed. Then, data compression should be carried out in a way that a good tradeoff between the CR and loss of information is achieved. In other words, data compression should not result in loss of information that renders the reconstructed matrix of limited use to the applications that would employ it as input data.

In this paper, the loss of information is measured in terms of the mean absolute error (MAE) and the mean percentage error (MPE) observed when comparing the reconstructed data matrix with the original one.

II. FIGURES AND TABLES

Fig. Use-case diagram

Fig. Base paper conversion

Fig. DFD Level 1
**Fig. Activity Diagram**

**Table – Risk Table**

<table>
<thead>
<tr>
<th>ID</th>
<th>Risk Description</th>
<th>Probability</th>
<th>Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Schedule</td>
<td>Quality</td>
</tr>
<tr>
<td>1</td>
<td>Failure of database</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>2</td>
<td>Failure of node</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>3</td>
<td>Module integration</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>4</td>
<td>Order of frame not maintain</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>5</td>
<td>Quality gradually decrease</td>
<td>Medium</td>
<td>Medium</td>
</tr>
</tbody>
</table>
Table – Image Compression Results for SVD

<table>
<thead>
<tr>
<th>Sr.no</th>
<th>Original Size(kb)</th>
<th>Compressed Size(kb)</th>
<th>Compression Ratio(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>858.78</td>
<td>18.39</td>
<td>46.67</td>
</tr>
<tr>
<td>2</td>
<td>826.11</td>
<td>16.87</td>
<td>48.96</td>
</tr>
<tr>
<td>3</td>
<td>581.33</td>
<td>16.84</td>
<td>34.51</td>
</tr>
<tr>
<td>4</td>
<td>757.52</td>
<td>16.04</td>
<td>47.20</td>
</tr>
<tr>
<td>5</td>
<td>762.53</td>
<td>23.01</td>
<td>33.13</td>
</tr>
</tbody>
</table>

Table – Results For Video Compression

<table>
<thead>
<tr>
<th>Sr No</th>
<th>Original Size(kb)</th>
<th>Compressed Size(kb)</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1024</td>
<td>147</td>
<td>44 sec</td>
</tr>
<tr>
<td>2</td>
<td>262</td>
<td>231</td>
<td>17 sec</td>
</tr>
</tbody>
</table>

III. CONCLUSION

In this project, we tend to compress any high definition video uploaded by a user. The video data needs to be stored in a database, so to reduce the storage problem we have used Hadoop Distributed File System(HDFS). This project is useful for the companies working with huge amount of multimedia data. This project will be helpful in saving buffering time and providing satisfactory results to the user while watching the video. We use Parallel Distributed environment by establishing the nodes on our laptops. By using this environment, the data is distributed and is processed in parallel manner thus resulting in achieving the end state(compressed video) in less time. The module is based on Hadoop HDFS and the MapReduce framework for distributed parallel processing of large-scale video data. We redesigned and implemented Input Format and Output Format in the MapReduce framework for image data and used SVD. We used the JAI library for converting the video format and compressing the videos.
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